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Absolute levels of stress on faults have profound implications for earthquake physics and fault mechanics. 
A number of observations suggest that well-developed, mature faults such as the San Andreas Fault are 
generally “weak,” i.e. operate at much lower levels of shear stress compared to the higher expected shear 
resistance ∼100 MPa at seismogenic depths. In particular, low heat flow measurements suggest shear 
stress levels of ∼10 MPa or less on highly localized faults. Geodynamic constraints based on topography 
and similar considerations also support “weak” fault operation, and are comparable with heat-based 
constraints for some mature faults, but potentially higher for regions with substantial topography. 
Here, we investigate measures of average fault shear stress and their relationship to geophysically 
inferable quantities using numerical simulations of earthquake sequences on rate-and-state faults with 
low heat production, due to chronic fluid overpressure and/or enhanced dynamic weakening from the 
thermal pressurization of pore fluids. We review the earthquake energy balance, focusing on energy-
based definitions of average shear stress and how the average fault prestress (a measure of fault 
strength plausibly relevant to geodynamic constraints) can be expressed as the sum of the dissipation-
based average rupture stress (which can, in principle, be inferred from shear-heating constraints), and 
seismologically inferable source properties, such as the static stress drop and apparent stress. Our 
modeling demonstrates that rapid dynamic weakening and healing of shear resistance during ruptures, 
as exhibited in self-healing pulses, allows faults to maintain higher average interseismic stress levels 
despite low dynamic resistance and realistic static stress drops, providing a physical explanation for 
potential differences between topography-based and heat-based constraints on fault shear stress. In our 
models, the difference is related to stress undershoot and apparent stress, which can be as large as 
1-3 times the static stress drop based on our simulations. Yet suitably large values of apparent stress 
(and hence radiated energy) are rarely inferred for natural earthquakes, either because radiated energy is 
underestimated, or suggesting that most large earthquakes do not propagate as sharp enough self-healing 
pulses with sufficiently large undershoot. Our results emphasize the distinction between dynamic versus 
static stress changes when relating earthquake source observations to absolute levels of fault stress and 
suggest that reviewing estimates of radiated energy and static stress drop from large earthquakes, with 
input from finite-fault numerical modeling, may improve constraints on absolute fault stress levels.

© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons .org /licenses /by /4 .0/).
1. Introduction

Assessing the absolute levels of stress on faults is a topic of 
many geological and geophysical investigations, with substantial 
implications for fault mechanics, earthquake physics, and geody-
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namics. Some of the most notable constraints on the shear stress 
state of mature faults, of ∼20 MPa or less, are based on mea-
surements indicating a lack of substantial heat flow around ma-
ture faults (e.g Brune et al., 1969; Lachenbruch and Sass, 1980; 
Tanikawa and Shimamoto, 2009; Fulton et al., 2013; Gao and 
Wang, 2014) and the existence of long-lived narrow shear zones 
that do not exhibit evidence of melting (Sibson, 1975; Rice, 2006; 
Chester and Chester, 1998; Wibberley and Shimamoto, 2003). Ther-
mal measurements surrounding mature faults are in principle re-
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lated to the average shear stress associated with shear heating 
during substantial fault motion. Such observations can thus provide 
constraints for the average dynamic shear resistance at seismic slip 
rates during large earthquakes. Studies of exhumed mature faults 
suggest that shear motion can be accommodated within narrow 
layers, less than one to several millimeters wide (e.g. Chester and 
Chester, 1998; Wibberley and Shimamoto, 2003). In order to avoid 
pervasive melt production during dynamic rupture, upper bounds 
for the average shear stress associated with shear heating are ex-
pected to be on the order of 10 MPa or less for shear localized 
between 1 to 10 mm (Lachenbruch and Sass, 1980; Rice, 2006; 
Lambert et al., 2021b). Such low shear stress values during fast 
slip on mature faults are supported by in-situ temperature mea-
surements soon after major earthquake events (Tanikawa and Shi-
mamoto, 2009; Fulton et al., 2013). Further evidence for the sim-
ilarly low-stress operation of mature faults arise from inferences 
of steep angles between the principal stress direction and fault 
trace (Townend and Zoback, 2004) and the geometry of thrust-belt 
wedges and their internal faults (Suppe, 2007; Dielforder, 2017).

Several studies have estimated the absolute stress levels along 
major plate boundary faults, such as the San Andreas Fault system, 
by considering the force balance of tectonic block motion, topogra-
phy and mantle buoyancy (Fialko et al., 2005; Fay and Humphreys, 
2006; Luttrell and Smith-Konter, 2017), inferring shear stress levels 
of 20 to 30 MPa averaged over seismogenic depths. Similar stud-
ies suggest that the topography associated with most subduction 
and collisional megathrusts can be maintained by average shear 
stresses ranging from 7 to 25 MPa (Lamb, 2006; Luttrell et al., 
2011; Dielforder, 2017; Dielforder et al., 2020), which are largely 
consistent with constraints based on heat flow and other shear 
heating considerations for these regions below 20-30 MPa (e.g. 
Gao and Wang, 2014). Some calculations suggest that regions with 
more substantial topography, such as the North Chilean subduction 
zone and portions of the San Andreas and San Jacinto fault zones, 
may require average shear stresses up to 40 MPa (Lamb, 2006; Fay 
and Humphreys, 2006).

All these estimates are much lower than the expected seismo-
genic-depth-averaged shear resistance of about 100-200 MPa, 
given typical quasi-static friction measurements of 0.6-0.8 in the 
lab and confining conditions assuming hydrostatic fluid pressures 
(Byerlee, 1978). However, some of the higher topography-based 
estimates of average fault shear stress (20-40 MPa) may also be 
higher than estimates from shear heating, particularly if heat-
based constraints limit average shear stresses to around 10 MPa or 
less for faults with highly localized shear, as evidenced along some 
mature strike-slip faults such as the San Andreas Fault (e.g. Brune 
et al., 1969; Lachenbruch and Sass, 1980; Rice, 2006; Lambert et 
al., 2021a). Note that evidence for low-stress, low-heat operation 
predominantly pertains to mature plate boundary faults, whereas 
a number of studies suggest that less mature active faults may op-
erate at stress levels consistent with Byerlee values of friction and 
hydrostatic pore pressures (Byerlee, 1978; Townend and Zoback, 
2000).

In this work, we study average shear stress levels in two types 
of models of low-stress, low-heat mature faults based on field 
observations and laboratory experiments, with a focus on the re-
lationship between averaged shear stress quantities relevant to 
heat-based and topography or geodynamic-based constraints. In 
the first model, the fault is persistently weak due to the presence 
of anomalously low quasi-static friction coefficients and/or low ef-
fective confinement from pervasive fluid overpressure (e.g. Brown 
et al., 2003; Lockner et al., 2011). In the second model, the shear 
resistance at seismic slip rates is significantly lower than the quasi-
static shear resistance on faults during periods of slow aseismic 
slip and interseismic locking with negligible motion, due to en-
2

hanced dynamic weakening at seismic slip rates (e.g. Tsutsumi and 
Shimamoto, 1997; Rice, 2006; Tullis, 2007; Di Toro et al., 2011).

Recent numerical simulations of earthquake ruptures in these 
two types of fault models have demonstrated that they can be po-
tentially distinguished by seismological observations (Lambert et 
al., 2021b). Earthquake ruptures in persistently weak fault mod-
els with typically inferred static stress drops (i.e. the difference 
in average fault shear stress before and after the earthquake) be-
tween 1 to 10 MPa (e.g. Shearer et al., 2006; Allmann and Shearer, 
2009; Ye et al., 2016) propagate as crack-like ruptures. In such rup-
tures, seismic slip at each fault location, once initiated, continues 
until arrest waves arrive from the edges of the fault or other het-
erogeneities in the problem; as a result, the portion of the fault 
that slips at a given time during rupture is comparable to the final 
rupture size and the local slip duration at different points is com-
parable to the total rupture duration (Fig. 1A). The word “crack” in 
the name refers to analogy with opening cracks that also typically 
continue to open until the crack arrests at a barrier. In contrast, 
ruptures in quasi-statically strong, dynamically weak fault models 
with 1 to 10 MPa static stress drops typically propagate as self-
healing pulses (e.g. Heaton, 1990; Noda et al., 2009), in which slip 
spontaneously arrests behind the rupture front due to rapid local 
weakening and then healing; as a result, only a small portion of 
the fault slips at a given time and the local slip duration is short 
relative to the rupture duration (Fig. 1B).

Numerical simulations show that self-healing pulse-like rup-
tures have much higher radiated energy than crack-like ruptures 
with the same seismic moment, average static stress drop, and av-
erage slip (Lambert et al., 2021b). This finding implies that the 
two types of low-stress, low-heat models can be distinguished 
based on the radiated energy per seismic moment of the result-
ing earthquake ruptures, which is proportional to the apparent 
stress (McGarr, 1999; Beeler et al., 2003). Persistently weak models 
with crack-like ruptures result in the radiated energy per mo-
ment comparable to teleseismic estimates from large megathrust 
earthquakes, while quasi-statically strong, dynamically weak fault 
models with self-healing pulses produce radiated energy per mo-
ment which is much larger than typical teleseismic estimates for 
large megathrust earthquakes, yet comparable to limited regional 
estimates from large crustal earthquakes (Ye et al., 2016; Choy and 
Boatwright, 1995; Perez-Campos and Beroza, 2001). The substan-
tial difference in radiated energy results from difference in rupture 
dynamics and shear stress variations on the fault, as discussed 
further in section 4. Specifically, increasingly sharper self-healing 
pulses have increasingly larger stress undershoot.

Here, we consider the implications of the qualitatively differ-
ent rupture dynamics between crack-like ruptures and self-healing 
pulses for average fault stresses. Further, we consider the link 
between fault stresses to seismological and other observables us-
ing energy balance considerations, building on prior work. To ex-
amine average shear stress quantities in numerical fault models 
consistent with the inferred low-heat, low-stress operation of ma-
ture faults, we use numerical simulations of sequences of earth-
quakes and aseismic slip (SEAS) on rate-and-state faults with dif-
ferent levels of chronic fluid overpressure and enhanced dynamic 
weakening due to the thermal pressurization of pore fluids (sec-
tion 2.1). We perform simulations with sets of parameters based on 
prior studies that reproduce the typical stress drops of 1-10 MPa 
and comply with the heat-generation constraints. In section 2.2, 
we use our simulations to review previously identified concep-
tual differences in shear-stress evolution between the simulated 
ruptures of differing rupture style, crack-like vs. pulse-like. In sec-
tion 3, we recall the earthquake energy budget, focusing on the 
energy-based definition of average shear stress and review how 
the average fault prestress can be expressed as the sum of the 
dissipation-based average rupture stress (which can, in principle, 
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Fig. 1. Evolution of slip rate and shear stress with time for representative fault models hosting crack-like (fault model TP3 from Supplementary Table 2) and self-healing 
pulse-like (fault model TP6) ruptures. (A-B) The fault models are composed of a velocity-weakening (VW) seismogenic region surrounded by two velocity-strengthening (VS) 
sections. Local seismic slip duration during (A) crack-like ruptures is proportional to the overall rupture duration whereas only a small portion of the fault slips at a given 
time during (B) self-healing pulse-like ruptures. (C-D) Evolution of local slip rate and shear stress at the center of the fault over sequences of earthquakes with low dynamic 
resistance and moderate static stress drops. Time series are centered at t=0 corresponding to the ruptures shown in (A-B). (C) Most points within the VW region are locked 
during the interseismic period between dynamic ruptures, with slip rates far below the loading plate rate. (D) The shear stress over the persistently weak fault model (TP3) 
which hosts the crack-like rupture is always low (< 20 MPa). For self-healing pulse-like ruptures on quasi-statically strong, dynamically weak fault model (TP6), the shear 
stress before the rupture is relatively high compared to the persistently weak fault (> 30 MPa), then drops to low values below 10 MPa during seismic slip, and recovers to 
around 20 MPa over most of the ruptured region.
be inferred from shear-heating constraints), and seismologically 
inferable source properties, such as the static stress drop and ap-
parent stress. We then analyze our simulations with a focus on the 
average stress values (section 4) and show that the energy-based 
shear stress is significantly higher for self-healing pulses, due to 
their higher apparent stress, in comparison with crack-like rup-
tures of the same average stress drop and slip. While averaged 
shear stresses for crack ruptures are within one static stress drop 
from the dissipation-based average shear stress, the averaged shear 
stresses before and after self-healing pulses can be 2-4 static stress 
drops higher than shear stresses related to shear heating, providing 
a potential physical explanation for higher estimates of fault stress 
based on geodynamics and topography. We discuss related seismo-
logical observations in section 5 and conclusions in section 6.
3

2. Numerical simulations of crack-like versus self-healing 
pulse-like ruptures

2.1. Model description

We conduct numerical simulations of sequences of earthquakes 
and aseismic slip following the methodological developments of 
Lapusta et al. (2000), Noda and Lapusta (2010), and Lambert et al. 
(2021b). Our simulations consider mode III slip on a 1-D fault em-
bedded into a 2-D uniform, isotropic, elastic medium (Supplemen-
tary Figure S1). The resulting slip on the fault includes sequences 
of earthquakes and aseismic slip, including the nucleation process, 
dynamic rupture propagation, postseismic slip that follows each 
seismic event, and interseismic period between seismic events that 
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Fig. 2. Spatial distribution of slip rate (top) and shear stress (bottom) for the same representative ruptures as in Fig. 3. Both ruptures nucleate with prestress levels (gray 
line) that are near the local steady-state quasi-static shear resistance (dashed orange line), however the ruptures propagate over lower prestress conditions depending on the 
efficiency of weakening. The slip rate and shear stress at the same instance are shown by the black lines, illustrating the concentrated stress changes at the rupture front, 
with slip continuing throughout the entirety of the rupture for the crack-like rupture (A), but not the self-healing pulse (B).
can last up to tens or hundreds of years and host steady and tran-
sient slow slip.

Our fault models are governed by a form of the laboratory-
derived Dieterich-Ruina rate-and-state friction law (Dieterich, 1979; 
Ruina, 1983) as well as enhanced dynamic weakening during rapid 
slip due to the thermal pressurization of pore fluids (Sibson, 1973; 
Rice, 2006, further details in the Supplementary Text). The effects 
of off-fault yielding are approximated through a limit on slip ve-
locity (Supplementary Text). The simulated fault contains a 24-km 
region �v w with velocity-weakening (VW) frictional properties 
where earthquakes can nucleate and propagate, surrounded by 
velocity-strengthening (VS) regions that inhibit rupture propaga-
tion (Fig. 1). The fault is loaded by a region outside these frictional 
regions slipping at a prescribed tectonic plate rate. We refer to rup-
tures that span the entire VW region and arrest in the VS region 
as model-spanning ruptures. We define the beginning and end of 
dynamic rupture, tini and tfin respectively, as well as the ruptured 
region �rupt, using a slip-velocity threshold (V thresh = 1 cm/s) for 
seismic slip, based on previous studies (Perry et al., 2020; Lambert 
et al., 2021b).

We study the evolution of shear stress and average stress mea-
sures in fault models which produce ruptures with typically ob-
served static stress drops of 1-10 MPa (e.g. Shearer et al., 2006; 
Allmann and Shearer, 2009; Ye et al., 2016) and which are consis-
tent with low heat production, where the shear stresses associated 
with shear heating are below 20 MPa. We conduct simulations 
with varying levels of background fluid overpressure in terms of 
the effective normal stress, as well as varying degrees of efficiency 
in enhanced weakening due to thermal pressurization. The param-
eter values we have chosen (Supplementary Tables S1 - S2) are 
motivated by prior studies (Rice, 2006; Noda and Lapusta, 2010; 
Perry et al., 2020; Lambert et al., 2021b) and our goal of examining 
ruptures with varying efficiency in enhanced dynamic weakening 
and different rupture styles.

For realistic, lab-derived fault constitutive relations such as 
rate-and-state friction, the concept of a local “static friction” co-
4

efficient that must be reached for the slip to occur is ill-defined, 
since slip rate is non-zero for any non-zero shear stress. We choose 
a representative value for the classical notion of local quasi-static 
fault strength, which we call the local steady-state quasi-static 
(SSQS) shear resistance and define as the product of the inter-
seismic drained effective normal stress and the quasi-static friction 
coefficient during steady creep f ss(V ) at the prescribed tectonic 
plate rate V pl:

τ
V pl
ss (z, t) = (σ − pint) f ss(V pl). (1)

Here σ is the normal stress and “drained” refers to the effective 
stress with ambient interseismic pore pressure pint unaffected by 
slip processes such as dilatancy or thermal pressurization. Previous 
numerical studies have shown that the local SSQS shear resistance 
τ

V pl
ss is comparable to the spatially-averaged prestress during rup-

ture nucleation (Supplementary Figure S2; Lambert et al., 2021a).

2.2. Local fault behavior in simulated crack-like and self-healing 
pulse-like ruptures

All of our simulated ruptures nucleate in regions with locally 
high prestress near the corresponding local SSQS resistance, but 
then propagate over areas of varying, and particularly lower, pre-
stress conditions depending on the efficiency of dynamic weaken-
ing (Fig. 2; Lambert et al., 2021a,b). For persistently weak faults, 
the shear stress is always low (< 20 MPa; Fig. 1D). In contrast, the 
local shear resistance on quasi-statically strong, dynamically weak 
faults, and hence the local shear stress, is generally higher during 
periods of negligible motion before and after ruptures, and quite 
high at the peak of the propagating rupture, but drops dramati-
cally to lower values below 10 MPa during most of seismic slip 
(Figs. 1C-D); in these models, ruptures with realistic stress drops 
tend to be pulse-like (Lambert et al., 2021b)

In crack-like ruptures, the local shear resistance drops at high 
slip rates and remains low throughout the remainder of the rup-
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Fig. 3. Evolution of slip and local shear stress with time throughout characteristic a crack-like rupture and self-healing pulse. (Top) Characteristic evolution of slip along the 
fault for (A) a crack-like rupture and (B) a self-healing pulse in persistently weak (TP 3) and quasi-statically strong, dynamically weak (TP 6) fault models, respectively. Slip 
contours are plotted every 0.25 s and the gray shading illustrates a portion of the fault that is slipping during a 0.25-second interval. (Bottom) The local evolution of shear 
stress with time at a point in the center of the fault (z = 0 km), in the representative ruptures. The stress concentration at the rupture front is much larger for the ruptures 
with more efficient weakening on quasi-statically strong, dynamically weak behavior (B) than for the ruptures with more moderate weakening on persistently weak faults 
(A). The self-healing pulses (B) experience rapid healing resulting in dynamic stress variations that are much larger than the static stress change.
ture process (Fig. 3A). Points along the fault continue to slip until 
the arrival of arrest waves with opposite stress polarity from the 
edges of the rupture (Fig. 2A). The final shear stress post-slip is 
typically adjusted by the waves to be slightly lower than the typi-
cal shear stress during sliding (Figs. 2A; Madariaga, 1976; Lambert 
et al., 2021b), a situation called “overshoot.” The overshoot is typ-
ically minor, i.e., a small fraction of the final static stress change 
(Madariaga, 1976; Beeler et al., 2003; Kanamori and Rivera, 2006; 
Lambert et al., 2021b), and is typically ignored, although some re-
cent studies have noted the potentially non-negligible contribution 
of the overshoot to the energy balance (Ke et al., 2022).

In contrast, the arrest of slip during a self-healing pulse occurs 
due to local healing or restrengthening of the shear resistance in-
dependent of the arrival of arrest waves (e.g. Heaton, 1990; Noda 
et al., 2009; Lambert et al., 2021b), such as from the drop in shear 
heating due to decreasing local slip rates and diffusion of pore 
fluids in the case of enhanced weakening due to thermal pressur-
ization, as in our models. In this case, the increase in dynamic 
stress due to fault slip elsewhere is balanced by local healing, 
allowing the local slip to arrest while the rupture proceeds else-
where. Due to the presence of rapid healing, self-healing pulses 
exhibit a dynamic stress undershoot, with the final shear stress be-
ing higher than the local shear resistance during sliding (Figs. 2B 
and 3B; Beeler et al., 2003; Heaton, 1990; Lambert et al., 2021b). 
This also means that the dynamic stress drop is significantly larger 
than the static stress drop. The undershoot can be quite signifi-
cant, comparable to the static stress drop or even several times 
larger, increasing for sharper self-healing pulses (Lambert et al., 
2021b). In this study, we explore how the presence of this under-
shoot modifies the average stress on faults.

3. Average shear stress measures related to earthquake energy 
partitioning

To relate these complex local fault behaviors to thermal or seis-
mological observables that typically encapsulate the entire rupture, 
5

one needs to consider appropriate averaging. There are different 
methods for averaging the shear stress along a fault over space 
and time, as discussed in Noda and Lapusta (2012) and the Sup-
plementary Text. In part, one can consider the spatially-averaged 
shear stress, which is a straightforward spatial average of shear 
stress along a fault, denoted here as τ A . In this work, we focus 
on energy-based average shear stress, τ E , for earthquake ruptures, 
which is a weighted average based on energy considerations (Sum-
mary of key quantities shown in Supplementary Table S3). We find 
that the energy-based stress averages are comparable to spatially-
averaged ones for our models (Supplementary Figures S2-4). We 
propose that energy-based stress measures are more useful to con-
sider as they (1) can in principle be inferred from seismological 
observations and thermal considerations, as we discuss in the fol-
lowing, and (2) are more physically relevant to notions of fault 
strength: the energy-based averages are, by definition, the physi-
cally relevant average shear stress measures for the work done to 
impose slip along a fault, and therefore may best represent the 
overall average shear resistance along the fault to external loading.

The energy-based definition of average fault stresses follows 
from the energy balance (Beeler et al., 2003; Noda and Lapusta, 
2012; Noda et al., 2013). For a given earthquake rupture, the as-
sociated strain energy change �W is partitioned into the energy 
EDiss dissipated within the ruptured source region and the energy 
E R radiated away to the far-field:

�W /A = EDiss/A + E R/A, (2)

where the relation is expressed per unit rupture area A. The strain 
energy change represents the work done to transition from an ini-
tial to final stress state over an average slip δrupt and it can be 
expressed as (Supplementary Text; Noda and Lapusta, 2012):

�W /A = 1 [
τ E

ini + τ E
fin

]
δrupt, (3)
2
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Fig. 4. The energy-averaged shear stress vs. slip for the same representative ruptures as in Fig. 3, illustrating the energy budget of each rupture. The crack-like rupture on 
the persistently weak fault (A) and the self-healing pulse on the quasi-statically strong, dynamically weak fault (B) have comparable static stress drop and average slip, and 
hence seismologically-inferable available energy �τ

E
δrupt/2 (slashed black triangle). The total strain energy change (dashed red trapezoid) is partitioned into radiated energy 

(blue shading), and dissipated energy (gray shading). (A) For crack-like ruptures, the average static and dynamic stress drops are comparable, with a relatively small dynamic 
overshoot. (B) The self-healing pulse experiences rapid healing resulting in average dynamic stress variations that are much larger than the average static stress change, and 
hence radiate more energy for the same average slip and static stress drop as the crack-like rupture. For both ruptures, the additional dissipation associated with the initial 
strengthening outside of the red trapezoid comes at the expense of the radiated energy (white triangle inside the dashed red trapezoid).
where τ E
ini and τ E

fin denote averages of shear stresses at the begin-
ning and end of rupture, weighted by the final slip; they are given 
by:

τ E
ini =

∫
�rupt

τini(z)δrupt(z)dz∫
�rupt

δrupt(z)dz
, τ E

fin =
∫
�rupt

τfin(z)δrupt(z)dz∫
�rupt

δrupt(z)dz
. (4)

Here and in the following, we provide expressions for a 1D fault; 
full expressions for a 2D fault are given in Noda and Lapusta 
(2012). We refer to these averages of the initial and final shear 
stresses as the energy-based averages; from them, one can define 
an energy-based stress drop �τ

E
(Noda et al., 2013) and energy-

based average rupture stress τ E
rupt as:

�τ
E = τ E

ini − τ E
fin (5)

=
∫
�rupt

�τ(z)δrupt(z)dz∫
�rupt

δrupt(z)dz
. (6)

τ E
rupt = 1

2

[
τ E

ini + τ E
fin

]
(7)

= 1

2

∫
�rupt

[τini(z) + τfin(z)]δrupt(z)dz∫
�rupt

δrupt(z)dz
(8)

An energy-based weighting procedure can be used to construct 
an averaged shear stress versus slip diagram (Fig. 4) which both 
represents the energy partitioning during rupture as well as aims 
to preserve the features of the local evolution of shear stress vs. 
6

slip, such as undershoot (Noda and Lapusta, 2012). In the dia-
gram, the area under the curve is equal to the dissipated energy 
per unit fault area; the initial and final stresses are given by their 
energy-based averages, τ E

ini and τ E
fin respectively; and they allow to 

construct the trapezoid illustrating the strain energy released per 
unit area.

From equations (2)-(8), the energy-based average rupture stress 
τ E

rupt can be expressed as the sum of the dissipation-based average 
rupture stress τ D

rupt = EDiss/(δrupt A) and the apparent stress τ a =
E R/(δrupt A) (Wyss and Brune, 1968; Lachenbruch and Sass, 1980; 
Beeler et al., 2003, further details in Supplementary Text):

τ E
rupt = EDiss

Aδrupt
+ E R

Aδrupt
(9)

= τ D
rupt + τ a (10)

Assuming that most of the dissipated energy during rupture oc-
curs around the fault, τ D

rupt represents the average dynamic shear 
resistance localized along the interface. τ E

rupt includes both this av-

erage dynamic resistance τ D
rupt as well as the contribution from in-

ertial resistance during dynamic rupture. This additional resistance, 
which is represented by the apparent stress τ a , is sometimes re-
ferred to as the radiation resistance (Savage and Wood, 1971):

τ a = E R

Aδ
= μE R

M
, (11)
rupt o
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where Mo is the seismic moment. For quasi-static processes where 
the radiated energy is negligible, the energy-based rupture stress 
τ E

rupt is equivalent to the dissipation-based dynamic resistance 
τ D

rupt.

The dissipation-based dynamic resistance τ D
rupt represents all 

contributions to the dissipated energy throughout the rupture pro-
cess, including dissipated energy that is converted into heat as well 
as energy consumed in the generation of new fracture surfaces or 
chemical processes. One can further partition τ D

rupt in equation (10)
to consider contributions to the energy-based rupture stress from 
dissipation associated with heat production, τ D,heat

rupt , and all other 
dissipative processes τ D,other

rupt :

τ E
rupt = τD,heat

rupt + τD,other
rupt + τ a (12)

It is commonly assumed that the majority of the dissipated en-
ergy during earthquake ruptures is converted into heat, with the 
contribution from other sources of the dissipation being relatively 
small, i.e. τD,other

rupt � τD,heat
rupt . This assumption is supported by some 

laboratory and field measurements which suggest that the portion 
of dissipated energy not converted into heat may indeed be small, 
< 3% (Chester et al., 2005; Aben et al., 2019). We proceed in the 
following with this assumption and revisit it in the discussion.

Assuming that most of the dissipation during earthquake rup-
tures is converted into heat, the dissipation-based dynamic re-
sistance τ D

rupt can, in principle, be inferred from heat-flow mea-
surements. While this may be difficult to accomplish for a single 
rupture, the long-term constraints on shear-heating stress based 
on heat flow near mature faults, such as less than 10-20 MPa dis-
cussed in the introduction, may be a relevant stand-in for large 
dynamic ruptures. In our simulations, we define the shear heat-
ing stress τ D

heat to be equal to the cumulative dissipation-based 
average shear stress over the VW seismogenic region, which is 
consistent with the shear stress averaged over seismogenic depths 
inferred from heat flow measurements around faults (Noda and La-
pusta, 2012):

τ D
heat(t) =

∫ t
0

∫
�vw

τ (z, t′)V (z, t′)dzdt′
∫ t

0

∫
�vw

V (z, t′)dzdt′ . (13)

Our simulations show that τ D
heat is a good approximation of τ D

rupt
for large earthquake ruptures (section 4).

The energy-based average shear stress τ E
rupt can then, in prin-

ciple, be inferred from thermal constraints through τ D
rupt ≈ τ D

heat
and remote inferences of earthquake rupture properties - radiated 
energy, seismic moment, and shear modulus - that contribute to 
apparent stress (equation (11)). The energy-based prestress before 
a rupture, τ E

ini, can then be determined from τ E
rupt plus half the 

energy-based static stress drop �τ
E

:

τ E
ini = τ E

rupt + �τ
E
/2 (14)

= τ D
rupt + τ a + �τ

E
/2 (15)

= τD,heat
rupt + τD,other

rupt + τ a + �τ
E
/2. (16)

Equation (16) indicates the potential sources of discrepancy be-
tween the geodynamic and similar estimates of average fault pre-
stress, which reflect τ E

ini, and fault stresses based on shear heating 
constraints, represented here by τ D,heat

rupt . The two differ by the ap-

parent stress τ a; stresses τ D,other
rupt that represent the non-heat dis-

sipation; and half the static stress drop. In the following section, 
we show that self-healing pulses can theoretically account for the 
discrepancy by their potential to have large τ a .
7

Note that the relevant definition of static stress drop for com-
parison with energy considerations is the energy-based - or slip-
weighted - static stress drop (equation (6)). The slip-weighted 
stress drop has been shown to be greater than or equal to standard 
moment-based estimates of static stress drop from seismological 
inferences; the two stress drops are similar for relatively uniform 
fault slip and diverge for increasingly non-uniform slip (Noda et 
al., 2013).

4. Average stresses for simulated cracks and self-healing pulses

4.1. Relationship between average stress measures and shear heating for 
cracks and self-healing pulses

Our simulations highlight that the relationship between the 
dissipation-based rupture stress τ D

rupt and other average stress 
measures substantially depends on the style of rupture propaga-
tion.

For crack-like ruptures, the dissipation-based rupture stress 
τ D

rupt is within one static stress drop of the averaged stresses be-

fore (τ E
ini) and during (τ E

rupt) the rupture (Figs. 4A-6A). This is 
because the final and dynamic stress levels are comparable for 
crack-like ruptures, and a considerable portion of the total rupture 
area is slipping and dissipating energy at a given time (Figs. 1A 
& 2A top). In addition, τ D

rupt is higher than the energy-based final 
stress τ E

fin for crack-like ruptures (yellow vs. light red in Fig. 5A), 
creating dynamic overshoot (Fig. 4A).

As the cumulative dissipation, and hence associated shear heat-
ing stress τ D

heat, across the VW region in our models is dominated 
by the dissipation during large model-spanning earthquakes, the 
shear-heating stress τ D

heat is nearly equal to the dissipation-based 
average rupture stress τ D

rupt (Fig. 6A). Fault models with relatively 
mild weakening produce predominantly crack-like ruptures and 
maintain average stress levels closer to the local SSQS shear re-

sistance τ
V pl
ss (Figs. 2A and 6A). To maintain low values of the 

dissipation-based average rupture stress τ D
rupt, and thus low shear 

heating stresses (Fig. 6A), models with crack-like ruptures require 
chronically weak fault conditions, such as through increased pore 
fluid pressure as in this study or low quasi-static friction.

In contrast, for self-healing pulses, the dissipation-based rup-
ture stress τ D

rupt can be several static stress drops below the aver-

aged stresses before (τ E
ini) and during (τ E

rupt) the rupture (Figs. 4B, 
5B-C and 6B). Moreover, τ D

rupt can be much lower than the average 
final stress τ E

fin (yellow vs. red in Fig. 5B-C). This is because only a 
small portion of the fault slips at a given time and the level of dy-
namic resistance is much lower than the final stress after healing 
(Figs. 1B and 2B). As such, the fault can sustain substantially higher 
averaged prestresses and final stresses, while still maintaining low 
levels of dynamic resistance and producing realistic average static 
stress drops (Figs. 4B & 6B).

Overall, we find that the dissipation-based stress averages τ D
rupt

and τ D
heat, which are similar in our models, provide lower bounds 

for the spatially-averaged and energy-averaged shear stress on the 
fault. How much larger can the spatially- and energy-averaged 
shear stress be depends on the degree of stress undershoot. The 
sharper the self-healing pulse, the larger the undershoot and ap-
parent stress, and hence the larger the average rupture prestress 
compared to the average dissipation-based shear stress (Figs. 6 and 
7).

The apparent stress τ a has commonly been associated with the 
static stress drop in seismological analyses (McGarr, 1999; Perez-
Campos and Beroza, 2001; Ide and Beroza, 2001) and is sometimes 
used as a constraint for inversions of static stress drop, where it 
is assumed that the static stress drop must be larger than the 
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Fig. 5. Comparison of the dissipation-based dynamic resistance and energy-based average pre-rupture and final shear stresses for crack-like and self-healing pulse-like 
ruptures. (A) For crack-like ruptures, the dissipation-based average rupture stress τ D

rupt (yellow) - a measure of the average dynamic shear resistance - is higher than the 
energy-based final stress τ E

fin (pink) due to the presence of a dynamic stress overshoot after rupture arrest. (B-C) In contrast, for self-healing pulses, the dissipation-based 
average rupture stress is lower than the energy-based final stress due to the presence of a dynamic undershoot. Thus, the energy-based static stress drop (�τ

E = τ E
ini − τ E

fin) 
can substantially underestimate the difference between the energy-based pre-rupture stress and dissipation-based average dynamic resistance for self-healing pulse-like 
ruptures, whereas the average static stress drop is more comparable or may even overestimate the average dynamic stress drop for crack-like ruptures.
apparent stress, consistent with a dynamic stress overshoot for 
crack-like ruptures (Savage and Wood, 1971; Wei and McGuire, 
2014). Our simulations illustrate that this need not be the case 
as dynamic stress changes can be considerably larger than the 
static stress changes for self-healing pulses. The ratio of the ap-
parent stress to average static stress drop is proportional to the 
seismically-inferable radiation ratio ηinf

R , sometimes referred to as 
the radiation efficiency or Savage-Wood efficiency, which is defined 
as the ratio of the radiated energy to the product of half the av-
erage static stress drop, slip and rupture area (Savage and Wood, 
1971; Kanamori and Brodsky, 2004; Lambert et al., 2021b):

ηinf
R = E R/A

1
2 �τ

E
δrupt

= 2τ a

�τ
E
. (17)

Another way to think about ηinf
R is as a non-dimensional (or scaled) 

radiated energy. Note that, for crack-like ruptures, the product 
of the average static stress drop and slip is a close approxima-
tion to the energy per unit area available for breakdown energy 
at the rupture tip and radiated energy, and hence the product is 
sometimes called “available energy” (Kanamori and Brodsky, 2004; 
8

Lambert et al., 2021b); in that case, ηinf
R represents the relative 

proportion of radiated energy in the available energy and can be 
called “radiation efficiency.” However, for self-healing slip pulses, 
much more additional energy can be available for radiation, and 
the values of ηinf

R can be substantially higher than 1 (Fig. 8a, Lam-
bert et al., 2021b).

The difference between the energy-averaged prestress τ E
ini and 

the dissipation-based average rupture stresses τ D
rupt can then be 

expressed, from equation (15), in terms of the apparent stress and 
energy-based static stress drop or, equivalently, in terms of the 
seismically-inferable radiation ratio and energy-based static stress 
drop:

τ E
ini − τ D

rupt = τ a + �τ
E
/2 (18)

=
(
ηinf

R + 1
)

2
�τ

E
. (19)

Sharper self-healing pulses result in higher apparent stresses τ a

and radiation ratios ηinf
R , and can thus have notably greater differ-

ences between the energy-based average prestress and dissipation-
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Fig. 6. The evolution of average shear stress in the VW region over sequences of events for the two fault models shown in Fig. 3. The spatially-averaged shear stress τ A
vw over 

the VW region for the chronically weak fault producing crack-like ruptures (A) is always within 1-2 static stress drops from the average local SSQS shear resistance (orange 
line), whereas the average shear stress is far below the average local SSQS shear resistance for models exhibiting dynamically weak behavior (B). The dissipation-based stress 
τ D

rupt from large VW-segment spanning earthquakes (pink circles) is consistent with the shear heating stress, which provides a lower bound of the average shear stress 
τ A

vw. The energy-based prestress τ E
ini and rupture stress τ E

rupt from large VW-segment spanning earthquakes (blue squares and circles, respectively) provide a reasonable 
description of the spatially-averaged shear stress before large ruptures and throughout earthquake sequences, independent of the style of rupture.

Fig. 7. Difference between the energy-averaged prestress τ E
ini and dissipation-based 

average dynamic resistance τ D
rupt versus static stress drop for self-healing pulses 

and crack-like ruptures. The difference between τ E
ini and τ D

rupt is proportional to the 
static stress drop through the radiation ration ηR , which is much larger for sharper 
self-healing pulses with shorter rise time to rupture durations (warmer colors).

based rupture stress compared to crack-like ruptures with similar 
static stress drops (Fig. 7).

We note that the dissipation-based rupture stress τ D
rupt, which 

represents the average dynamic shear resistance to motion on the 
fault during rupture, decreases with increasing rupture size and av-
erage slip in our models in a manner consistent with observations 
of enhanced dynamic weakening in the lab (Fig. 5 and Supplemen-
tary Figure S3; e.g. Di Toro et al., 2011). This decrease in averaged 
stress with increasing rupture size and efficiency of weakening 
behavior is similarly observed for the spatial and energy-based 
prestress (Fig. 5 and Supplementary Figures S2-3; Lambert et al., 
2021a).

4.2. Estimates of energy-averaged prestress with input from numerical 
and lab modeling

Let us build on the energy considerations of section 3 to de-
velop another representation for the energy-averaged prestress τ E

ini
that can help estimate the prestress with inputs from numerical 
and lab modeling. The total dissipated energy per unit rupture 
area can be partitioned into the average breakdown energy G and 
residual dissipated energy EF/A below the minimum average shear 
stress during sliding (Palmer and Rice, 1973; Kanamori and Brod-
sky, 2004; Ye et al., 2016). This residual dissipated energy is rep-
resented by the area under the minimum stress level τ E

res of the 
energy-averaged stress versus slip diagram, i.e. E F /A = τ E

resδrupt

(Fig. 4). The sum of the strain energy change available for the 
breakdown process and radiation is referred to as the available 
energy �W0/A = G + E R/A, which is thought to represent the 
energy relevant to the dynamics of the rupture (Kanamori and 
Brodsky, 2004). The energy-averaged prestress τ E

ini can be deter-
mined from the available energy �W0, potency δrupt A, energy-

based static stress drop �τ
E

, and insight into the residual stress 
level τ E :
res
9
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Fig. 8. Relation between scaled undershoot γ , scaled radiated seismic energy (or apparent stress 2E R/(�τ
E
δrupt A) = 2τ a/�τ

E
equal to seismologically-inferable radiation 

ratio ηinf
R ) and the logarithm of average rise time to rupture duration log10(t A

rise/Trupt) based on modeling results of Lambert et al. (2021b). (A) The ratio of apparent stress to 
energy-based static stress drop increases for ruptures that experience larger average dynamic undershoot with respect to the static stress drop. Crack-like ruptures typically 
result in mild stress overshoot/undershoot whereas sharp self-healing pulses experience a substantial stress undershoot and radiation ratios greater than 1. (B-D) Linear and 
quadratic fits to trends. (B) Scaled radiated energy ηinf

R vs scaled dynamic undershoot γ . (C) Average rise time to rupture duration t A
rise/Trupt vs scaled dynamic undershoot 

γ . (D) Scaled radiated energy ηinf
R vs average rise time to rupture duration t A

rise/Trupt . Solid black and red lines denote best linear and quadratic fits, respectively, with dashed 
lines and shaded regions illustrating regions within one standard deviation (fit parameter results displayed in Table S1 and equations (29)-(31)).
τ E
ini = τ D

rupt + τ a + �τ
E
/2 (20)

= τ E
res + G

δrupt
+ τ a + �τ

E
/2 (21)

= τ E
res + G + E R/A

δrupt
+ �τ

E
/2 (22)

= τ E
res + �W0

δrupt A
+ �τ

E
/2. (23)

The available energy per unit rupture area can be approximated 
as (Lambert et al., 2021b):

�W0

δ A
≈

(
1

2
+ γ

)
�τ

E
,where (24)
rupt

10
γ =
(
τ E

fin − τ E
res

)
/�τ

E
, (25)

where γ is the scaled dynamic undershoot, which can be negative 
(but close to zero) for crack-like ruptures. This relation assumes 
that the fault resistance does not recover appreciably from the 
minimum level of average dynamic stress before the final slip. 
Note that, in the absence of any considerable dynamic overshoot 
or undershoot (γ ≈ 0), as relevant to most crack-like ruptures, the 
available energy can be estimated as half of the product of the 
energy-based static stress drop and average slip, as traditionally 
done (Kanamori and Brodsky, 2004; Lambert et al., 2021b). In con-
trast, simulated self-healing pulses exhibit considerable dynamic 
undershoot (with γ up to 4), resulting in notably larger avail-

able energy than given by �τ
E
δrupt/2, as encapsulated in equation 

(24). Following Lambert et al. (2021b), we refer to the quantity 
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�τ
E
δrupt/2 as the seismologically-inferable available energy, since 

it can be inferred from seismological observations yet does not al-
ways represent the true available energy (Abercrombie and Rice, 
2005; Rice, 2006; Ye et al., 2016; Lambert et al., 2021b).

Note that if the breakdown energy G also represents a negligi-
ble contribution to the overall earthquake energy budget (i.e. G ≈ 0
and �W0 ≈ E R/Aδrupt = τ a), then the dynamic undershoot γ can 
be directly related to the seismically-inferable radiation ratio ηinf

R
(which is equal to scaled radiated energy):

τ a ≈
(

1

2
+ γ

)
�τ

E
, (26)

γ ≈ ηinf
R

2
− 1

2
. (27)

Our simulations show that a scaling relationship may indeed 
exist between the dynamic undershoot γ , the seismically-inferable 
radiation ratio ηinf

R , and a measure of the sharpness of the local 
rupture duration, such as the ratio of the rise time to rupture du-
ration, t A

rise/Trupt (Fig. 8; Lambert et al., 2021b). In other words, γ
can be determined as:

γ = F (ηR , t A
rise/Trupt), (28)

where F (ηR , t A
rise/Trupt) is a function that may in principle be de-

termined from modeling. The modeling results of Lambert et al. 
(2021b) suggest that the dynamic undershoot γ and seismically-
inferable radiation ratio ηinf

R of simulated ruptures are highly cor-
related with a linear correlation coefficient of 0.97. These mod-
eling results also suggest that both γ and ηinf

R are anticorrelated 
with the logarithm of the average rise time to rupture duration 
log10(t

A
rise/Trupt), with correlation coefficients of -0.98 and -0.96, 

respectively (Fig. 8). The strong correlation between these three 
source properties suggests that they may be reasonably related to 
one another linearly as (Fig. 8 and Supplementary Table S4):

γ = F1(η
inf
R ) = 0.56ηinf

R − 0.18 (29)

γ = F2(t
A
rise/Trupt) = −2.29 log10(t

A
rise/Trupt) − 0.74 (30)

log10(t
A
rise/Trupt) = F3(η

inf
R ) = −0.24ηinf

R − 0.26. (31)

More sophisticated nonlinear relations may also be determined be-
tween these source properties; however linear relations appear 
sufficient to fit the modeling results of Lambert et al. (2021b)
based on 2-D models of single planar faults (Fig. 8 and Supplemen-
tary Table S4). Note that the linear relation between undershoot 
γ and radiation ratio ηinf

R determined from our modeling results 
(equation (29)) differs from the predicted trend in equation (27) in 
part due to the non-zero contribution of average breakdown en-
ergy to the overall energy partitioning for our simulated ruptures 
(Fig. 4).

Thus, for natural earthquakes, if (i) one can infer the ratio 
of average local rise time to rupture duration t A

rise/Trupt and/or 
the seismically-inferable radiation ratio ηinf

R , (ii) the relation γ =
F (η

inf
R , t A

rise/Trupt) is known (for example, from modeling), and (iii) 
one has insight, from numerical or lab modeling, or geological ob-
servations, into the residual stress level τ E

res which is equal to the 
minimal fault resistance, then the energy-based prestress can be 
estimated as:

τ E
ini ≈ τ E

res + (1 + γ )�τ
E

(32)

= τ E
res +

[
1 + F (ηR , t A

rise/Trupt)
]
�τ

E
. (33)
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If the shear resistance drops to near-zero values during large earth-
quake ruptures and hence τ E

res = 0, then the energy-averaged pre-
stress τ E

ini can potentially be approximated purely from seismolog-
ically inferable quantities, with input from modeling to determine 
F (ηinf

R , t A
rise/Trupt). These results motivate more detailed study of 

scaling relationships among source properties of 3-D dynamic rup-
ture scenarios, including more realistic fault geometries and vari-
ous forms of fault heterogeneity.

5. Seismological observations from large earthquakes

If large earthquakes predominantly propagate as sharp self-
healing pulses, as suggested by Heaton (1990), then the appar-
ent stress from such ruptures should be notably higher than 
their energy-based static stress drops. This does not appear to be 
the case given current seismological estimates, at least for large 
megathrust earthquakes which make up the majority of recorded 
events (Ye et al., 2016; Lambert et al., 2021b). Typical values of 
apparent stress are 1.5 MPa for interplate strike-slip earthquakes 
and 0.3 MPa for megathrust earthquakes (Choy and Boatwright, 
1995; Perez-Campos and Beroza, 2001; Ide and Beroza, 2001; Ye et 
al., 2016), with values systematically higher for strike-slip events 
than thrust events, by up to an order of magnitude (Choy and 
Boatwright, 1995; Perez-Campos and Beroza, 2001). So while the 
significantly higher values of apparent stress for interplate strike-
slip events do suggest that these ruptures are more pulse-like, 
according to our modeling (Fig. 8; Lambert et al., 2021b), the cur-
rent estimates of apparent stress of 0.5-2 MPa represent relatively 
mild additions to energy-averaged shear stress above shear heating 
constraints.

Note that the apparent stress estimates can be affected by a 
number of factors, including attenuation, rupture directivity, focal 
mechanism, and regional vs. teleseismic data (Perez-Campos and 
Beroza, 2001; Ide and Beroza, 2001; Ye et al., 2016). For exam-
ple, the higher apparent stress estimates for strike-slip events are 
typically obtained from regional data, while the lower apparent 
stress estimates for megathrust events are obtained from teleseis-
mic data. Our simulation results suggest that re-examining seismo-
logical estimates of apparent stress and energy-based static stress 
drop may thus provide further insight into the predominant style 
of rupture propagation for large earthquakes and absolute stress 
conditions on faults, including potential systematic differences be-
tween tectonic settings.

Yet there is some observational evidence that fault ruptures can 
propagate as sharp self-healing pulses and hence potentially re-
sult in much larger apparent stresses. For example, the study of 
Heaton (1990) considered strong ground motion recordings of lo-
cal rupture duration from several large earthquakes and found that 
the average rise time during these events were as low as 10%
of the rupture duration (Table 1). Moreover, seismological infer-
ences based on regional data for some large crustal earthquakes, 
including several studied by Heaton (1990), suggest comparable 
or higher values of apparent stress to static stress drop, indicative 
of a dynamic undershoot in self-healing pulses (Table 1). We can 
estimate the expected undershoot and the ratio of average local 
rise time to rupture duration for these ruptures based on seismo-
logical inferences of static stress drop and apparent stress, using 
our empirical scaling (equations (29) - (31), Table 1). Such exercise 
suggests that some large crustal earthquakes (1971 M6.5 San Fer-
nando, 1979 M6.5 Imperial Valley, 1979 M5.9 Coyoto Lake, 1995 
Kobe, and 2000 Tottori) did propagate as self-healing pulses with 
potential undershoot of around 1 to 2 times their inferred static 
stress drop. However, the predicted undershoot for most of the 
other large crustal events based on existing seismological estimates 
show typical values between 0 to 1 (Table 1), i.e. lower than the 
static stress drop, which may be more consistent with crack-like 
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Table 1
Seismologically inferred source properties for large crustal earthquakes and predictions based on empirical scaling from 
numerical modeling. Radiated energy estimates are denoted as regional Er

R or teleseismic Et
R , where available. Moment-

based stress drops �τ M = C M0/A3/2, are estimated assuming a rigidity of μ = 3 × 1010 N-m−2, and a rectangular source 
region with area A and prefactor C that depend on the rupture aspect ratio estimated from finite fault inversions as detailed 
in (Lambert et al., 2021b, including references for source estimates therein). Regional estimates of apparent stress τ r

a are 
calculated based on the corresponding radiated energy estimates. Inferred estimates of average dislocation rise time to 
rupture duration ratios t A

/Trupt from strong ground motions are reported where available (Heaton, 1990). Predictions for 
average stress undershoot γ and rise time to rupture duration ratios t A

rise/Trupt are calculated using regional estimates of 
apparent stress and static stress drops with the empirical scaling (equations (29) - (31)) derived from numerical simulations 
of Lambert et al. (2021b), considering one standard error range.

Inferred Prediction

Earthquake Et
R

(J)
Er

R
(J)

M0

(N-m)
�τ M

(MPa)
τ r

a
(MPa)

t A
/Trupt t A

rise/Trupt γ

San Fernando 1971 − 1.5e+15 7.0e+18 8.1 6.4 0.26 0.18 − 0.30 0.59 − 0.96
Coyote Lake 1979 − 4.6e+13 3.5e+17 4.1 3.9 0.35 0.15 − 0.25 0.65 − 1.1
Imperial Valley 1979 − 5.9e+14 6.7e+18 1.7 2.6 0.22 0.08 − 0.13 1.3 − 1.8
Morgan Hill 1986 − 1.4e+14 2.1e+18 2.9 2.0 0.10 0.20 − 0.34 0.36 − 0.83
Loma Prieta 1989 5.4e+14 2.7e+15 3.1e+19 4.8 2.6 − 0.23 − 0.40 0.19 − 0.67
Landers 1992 3.0e+15 1.2e+16 7.7e+19 7.6 4.7 − 0.21 − 0.36 0.28 − 0.75
Northridge 1994 3.1e+14 1.2e+15 1.3e+19 6.3 1.9 − 0.30 − 0.52 -0.08 − 0.39
Kobe 1995 8.5e+14 1.5e15 2.4e+19 1.7 1.9 − 0.12 − 0.21 0.84 − 1.3
Hector Mine 1999 2.6e+15 3.2e+15 6.3e+19 15.5 1.5 − 0.38 − 0.64 -0.31 − 0.16
Tottori 2000 1.8e+15 1.3e+15 1.2e+19 2.3 3.3 − 0.08 − 0.14 1.2 − 1.7
Denali 2002 3.6e+16 − 7.6e+20 10.4 − − − −
Fukuoka 2005 − 6.5e+14 1.2e+19 3.3 1.6 − 0.25 − 0.42 0.13 − 0.60
Kumamoto 2016 − 2.1e+15 5.1e+19 9.5 1.2 − 0.37 − 0.63 -0.28 − 0.20
Izmit 1999 6.0e+15 − 2.1e20 18.6 − − − −
to mildly pulse-like rupture propagation compared to some of our 
sharper simulated self-healing pulses with dynamic undershoot of 
2 or larger (Fig. 4). The predictions based on the inferred appar-
ent stress and static stress drop using the scaling of equations (29)
- (31) do suggest that some of the earthquakes studied by Heaton 
(1990) may have propagated as even sharper pulses with shorter 
average rise times than reported (Table 1).

6. Discussion and conclusions

The average shear prestress before rupture represents a mea-
sure of the average shear stress that the fault can hold before 
failing in a rupture over that region, and hence serves as a mea-
sure of the average quasi-static fault strength over the scale of the 
rupture area. We propose that it is this quasi-static fault strength 
that is relevant to geodynamic constraints. The energy-based av-
erage prestress τ E

ini (equations (4) and (14)-(16)) may provide a 
more physical interpretation of the average fault strength than the 
spatially-averaged shear prestress τ A

ini , since τ E
ini is representative 

of the shear resistance acting against motion, whereas τ A
ini is not.

The energy-based approach to stress averaging highlights that 
the average measure of on-fault dynamic resistance can be thought 
about in two ways. First, it is reflected in the average dissipation-
based shear stress, τ D

rupt. That includes the resistance both from 
the break-down processes at and behind the rupture tip, quantified 
through breakdown energy (often called “fracture energy”) and 
residual resistance of the fault τ E

res. Assuming that both of these 
dissipative contributions are mainly converted into heat (Chester 
et al., 2005; Aben et al., 2019), τ D

rupt is the relevant stress mea-
sure to interpret heat-based fault stress constraints. One could 
also think about the average residual shear resistance τ E

res as be-
ing the appropriate measure of dynamic resistance, with fres =
τ E

res/(σ − pint) being similar to the notion of residual - also called 
dynamic - friction within slipping regions of frictional ruptures 
(e.g. Kanamori and Brodsky, 2004; Abercrombie and Rice, 2005; 
Rice, 2006; Kanamori and Rivera, 2006; Perry et al., 2020; Lambert 
and Lapusta, 2020; Lambert et al., 2021a). At the same time, the 
dissipation-based dynamic friction coefficient fdyn = τ D

rupt/(σ −
pint) would be more appropriate to compare with inferred values 
of effective friction based on thermal measurements (e.g. Brune et 
12
al., 1969; Lachenbruch and Sass, 1980; Tanikawa and Shimamoto, 
2009; Fulton et al., 2013; Gao and Wang, 2014).

The energy-based prestress τ E
ini can, in principle, be inferred 

from field observations (equation (16)). If the dissipation-based 
average stress τ D

rupt can be determined from thermal constraints, 
then the average energy-based rupture stress τ E

rupt is that plus the 
apparent stress, which is in turn proportional to scaled radiated 
energy and static stress drop. The average fault pre-stress before 
an earthquake rupture is larger than the average energy-based rup-
ture stress by a half of the energy-based stress drop (equation (15); 
Beeler et al., 2003).

We have re-arranged the energy balance (equation (15)) to ar-
rive at another decomposition of the energy-based prestress that 
depends on the average rupture undershoot, slip, static stress drop, 
and residual shear resistance (equation (32)). This decomposition 
highlights the relation between these quantities and can be used to 
potentially constrain the average prestress, by estimating rupture 
undershoot and minimum shear resistance for different physical 
assumptions from numerical modeling and laboratory experiments.

We find that, in our models, the energy-based shear stress is 
comparable to the simple spatial average of the shear stress (Sup-
plementary Figure S4), and hence our conclusions could be broadly 
transferable to that averaging if one needs to consider it. Note 
that, while shear stress heterogeneity spontaneously develops in 
our models, our seismogenic regions are homogeneous otherwise, 
which may affect the relation between energy-based and simple 
spatial averages (Noda et al., 2013), and requires further study for 
heterogeneous and/or rough faults.

Our SEAS simulations illustrate the difference between the 
dissipation-based average shear stress τ D

rupt (relevant to heat pro-

duction) and the energy-based fault prestress τ E
ini (relevant to 

maintaining topography) depends on the mode of rupture propaga-
tion. Our simulations further demonstrate just how large this dif-
ference (related to apparent stress) can be, for plausible fault prop-
erties (Fig. 7). Rapid co-seismic weakening and healing during self-
healing pulses can allow substantial motion to occur locally at low 
dynamic resistance, 10 MPa or less, consistent with low heat pro-
duction, while larger fault areas away can maintain higher average 
stress levels (20-30 MPa or more). In contrast, crack-like ruptures 
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do not experience such rapid healing and have similar dynamic 
and final shear stresses, maintaining average shear stress levels 
within one static stress drop of the dissipation-based rupture stress 
(Fig. 6). In other words, simulated faults with significant co-seismic 
weakening and healing, and hence self-healing pulses, have a much 
larger difference between the energy-based prestress, a measure of 
fault quasi-static strength relevant for geodynamic considerations, 
and the dissipation-based average stress during rupture, a measure 
of dynamic fault resistance that would dominate heat production 
(Fig. 7), than chronically weak faults with crack-like ruptures. For 
example, for fault models with energy-based stress drops of 5 MPa, 
typical for natural earthquakes, and significant weakening/healing 
that lead to self-healing pulses with average rise times within 10%
of the rupture duration, the difference can be 10-15 MPa, implying 
that the heat-production constraint of 10-15 MPa can correspond 
to average fault prestress of 20-30 MPa. For chronically weak faults 
with crack-like ruptures, the difference would be comparable to 
the average static stress drop of 5 MPa.

Coming back to the general relation (equation (16)), the dif-
ference between the geodynamic and similar estimates of aver-
age fault prestress, which reflect τ E

ini, and fault stresses based on 
shear heating constraints, which quantify τ D,heat

rupt , is due to three 
potential sources: the apparent stress τ a , the resistance represent-
ing non-heat dissipating processes, τ D,other

rupt , and half the energy-

based static stress drop, �τ
E

. Given current seismic observations 
of about 1 MPa for apparent stress (section 5), 1-5 MPa, on aver-
age, for half of the static stress drops, and current assumptions 
of non-heat dissipation being negligible compared to heat pro-
duction (3-10%, corresponding to less than 1 MPa given the heat 
constraint of 10 MPa), the discrepancy cannot be much larger than 
3-7 MPa. This modest difference is consistent with those from to-
pography and heat-based estimates for megathrusts (e.g. Gao and 
Wang, 2014; Dielforder et al., 2020), potentially supporting the in-
terpretation of megathrusts as persistently weak faults that host 
predominantly crack-like ruptures.

However, if geodynamic considerations, such as maintaining 
surface topography, require that some mature plate boundary fault 
segments accommodate average shear stresses larger by more than 
3-7 MPa than those inferred from heat flow constraints, then ei-
ther (1) large earthquakes on such faults propagate predominantly 
as sharp self-healing pulses, with the associated apparent stress 
and radiated energy being currently significantly underestimated; 
(2) the static stress drops are substantially underestimated; and/or 
(3) a substantial portion of the total dissipated energy during large 
earthquake ruptures is consumed through processes other than 
heat production, notably larger than 3% or so currently considered 
based on existing geological and laboratory studies. Our model-
ing results highlight the potential for option (1) and suggest that 
further work to re-examine seismological estimates of radiated en-
ergy and static stress drop, as well as the relative partitioning of 
different sinks of dissipated energy during earthquake source pro-
cesses, would provide substantial further insight into the rupture 
style of large earthquakes and absolute stress conditions on mature 
low-heat faults.
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